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Paraxial and ray approximations of acoustic vortex beams
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ABSTRACT:
A compact analytical solution obtained in the paraxial approximation is used to investigate focused and unfocused

vortex beams radiated by a source with a Gaussian amplitude distribution. Comparisons with solutions of the

Helmholtz equation are conducted to determine bounds on the parameter space in which the paraxial approximation

is accurate. A linear relation is obtained for the dependence of the vortex ring radius on the topological charge,

characterized by its orbital number, in the far field of an unfocused beam and in the focal plane of a focused beam.

For a focused beam, it is shown that as the orbital number increases, the vortex ring not only increases in radius but

also moves out of the focal plane in the direction of the source. For certain parameters, it is demonstrated that with

increasing orbital number, the maximum amplitude in a focused beam becomes localized along a spheroidal surface

enclosing a shadow zone in the prefocal region. This field structure is described analytically by ray theory developed

in the present work, showing that the spheroidal surface in the prefocal region coincides with a simple expression for

the coordinates of the caustic surface formed in a focused vortex beam. VC 2024 Acoustical Society of America.
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I. INTRODUCTION

Vortex beams have been studied in optics for over three

decades, starting with the observation by Allen et al.1 that

eigenfunctions used in paraxial optics possess orbital angu-

lar momentum proportional to the orbital number ‘, also

known as the azimuthal index or topological charge. Optical

vortices have since been studied intensely, leading to their

application to particle manipulation using optical tweezers

and communication devices with high data rates.2 Interest in

optical vortices began with the study by Coullet et al.,3 who

demonstrated the existence of vortex states of light in a laser

cavity through a numerical study of the Maxwell-Bloch

equations. Coullet et al. were inspired by hydrodynamic

vortex rings, which were first studied by Helmholtz.4 The

study of vortices returned to fluid mechanics, not as the tra-

ditional incompressible rotation of a fluid but as an acoustic

wave phenomenon, with Hefner and Marston’s5 numerical

and experimental demonstration of an underwater acoustic

vortex beam. Analogous to their optical counterparts, acous-

tic vortex beams have since been applied to particle manipu-

lation6–13 and acoustic communication.14–20 They have also

been applied in biomedical ultrasound21–23 and have even

been used to create sound-diffusing surfaces.24 An extensive

review of the generation and application of acoustic vortex

beams was published recently by Guo et al.25

The generation of acoustic vortex beams remains a cen-

tral challenge to their use. A straightforward approach is to

use arrays of acoustic transducers with the necessary

phasing and amplitude shading with26 or without13,27 focus-

ing lenses. While the use of arrays of active elements has

the advantage of being adaptable to different scenarios, they

require multiple electroacoustic channels with their associ-

ated hardware and algorithms to generate the desired field.13

Alternative single-channel approaches include the use of a

wrapped transducer geometry as shown by Baudoin et al.,11

or a helicoidal transducer shape that introduces the neces-

sary angle-dependent phase gradient at the radiating surface

as first shown by Hefner and Marston.5 The latter examples

were precursors to more recent efforts to design conven-

tional or metamaterial lenses to introduce the helicoidal and

focusing phase so that one may use a single-channel source

that has a uniformly phased aperture.28–32 Metamaterial

examples include the use of side-branch Helmholtz resona-

tors33,34 or labyrinthine structures to generate acoustic vorti-

ces in air.35,36 Other unique approaches include using arrays

of helicoids,37 circular gratings to create a leaky wave

antenna,38,39 and the generation of vortices in reflected

sound fields by designing grooves in a reflective surface.40

Adaptation of metamaterial structures designed for airborne

acoustics has been extended to underwater acoustics, with

examples including two sets of Archimedian spirals,31

porous rubber layers with spatially graded subwavelength

structure,30 and pentamode lattice structures19 similar to pre-

vious work on planar underwater pentamode lenses.41,42

The design of conventional or metamaterial vortex

sources requires accurate and efficient analytical or numeri-

cal models to calculate the field, similar to how the design

of focused sources could be informed by the O’Neil model43

prior to development of more computationally expensivea)Email: hamilton@mail.utexas.edu
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numerical models. A common approach to modeling vortex

beams employs the superposition of Laguerre-Gaussian

modes, which are solutions of the paraxial approximation of

the Helmholtz equation in cylindrical coordinates.44

Because these modes form a complete orthogonal set, they

can be used to describe directional radiation from a source

plane with any amplitude and phase distribution that satis-

fies the restrictions on the paraxial approximation.

In the present work the Fresnel diffraction integral is

used, which is also a solution of the paraxial approximation

of the Helmholtz equation. The advantage of this approach

is the simplicity of the analytical solution obtained for the

case of a vortex beam radiated by a source with a Gaussian

amplitude distribution, either focused or unfocused. This

approach facilities rapid iterations when designing radiating

surfaces and provides physical insights that can be obscured

when using Laguerre-Gaussian modes. The solution pre-

sented here consists of a compact analytical expression,

whereas it is shown in the Appendix that an infinite series is

required to describe the same beam using the Laguerre-

Gauss expansion.

Another benefit of the analytical solution obtained from

the Fresnel diffraction integral is that the amplitude distribu-

tion in the source plane is unaltered by changes in the orbital

number ‘, permitting the consequences of varying ‘ to be

decoupled from variations in other source parameters. In

contrast, changing the value of ‘ for a field described by a

single Laguerre-Gaussian mode alters the amplitude distri-

bution corresponding to that mode in the source plane.

Decoupling the source amplitude from the value of ‘ is also

relevant to configurations in which a single source is

employed and ‘ is changed by inserting a different phase

screen in front of that source, as in the experiments with

focused acoustic vortex beams reported by Terzi et al.29

The analytical solution based on the paraxial approxi-

mation for a focused or unfocused vortex beam radiated

from a planar source with a Gaussian amplitude distribution

is obtained in Sec. II. Similar solutions were derived previ-

ously in optics, one for unfocused vortex beams by Kotlyar

et al.,45 and another for focused vortex beams by Sacks

et al.46 but which is restricted to the focal plane. In Sec. III,

it is shown that the analytical solution yields a linear depen-

dence on ‘ for the radius of the vortex ring in the far field of

an unfocused beam and in the focal plane of a focused

beam.

In Sec. IV, a simple criterion is obtained for the param-

eter space in which solutions based on the paraxial approxi-

mation for unfocused vortex beams are accurate, which is

confirmed by comparisons with solutions of the Helmholtz

equation. A similar comparison is reported in Sec. V for

focused beams, but the additional complexity introduced by

focusing precludes derivation of an analytical criterion.

Instead, regions of the parameter space in which the paraxial

approximation was found to be accurate for focused beams

are presented as decision matrices.

Most notable in Sec. V is a demonstration that as ‘ is

increased, the vortex ring moves out of the focal plane in the

direction of the source. Under certain conditions, the vortex

ring becomes redistributed along a surface that encloses a

shadow zone in the prefocal region. These features moti-

vated development of the ray theory in Sec. VI, which yields

an analytical expression for the coordinates of the caustic

surfaces in vortex beams. In focused vortex beams, the caus-

tic surface in the prefocal region is a spheroid that encloses

the shadow zone predicted by diffraction theory. A related

wave phenomenon, referred to as an autofocusing vortex

beam, has been observed in optics and modeled with caus-

tics predicted by ray theory.47 Distinctions between autofo-

cusing vortex beams and the vortex beams modeled in

the present work are drawn following the discussion of

Fig. 8 below.

II. ANALYTICAL SOLUTION IN THE PARAXIAL
APPROXIMATION

An acoustic pressure field p expressed with time depen-

dence e�ixt suppressed is a solution of the Helmholtz

equation,

r2pþ k2p ¼ 0; (1)

where k ¼ x=c0 is the wavenumber and c0 is the sound

speed in the fluid. For narrow beams propagating along the z
axis and described by p ¼ qeikz, where q is a function

that varies sufficiently slowly with z that j@2q=@z2j
� 2kj@q=@zj, Eq. (1) may be replaced by what is commonly

referred to as its paraxial approximation:

2ik
@q

@z
þr2

?q ¼ 0: (2)

The operator r2
? is the Laplacian in the plane perpendicular

to the z axis, given by @2=@x2 þ @2=@y2 in Cartesian coordi-

nates. The solution of Eq. (2) may be expressed in Cartesian

coordinates as the Fresnel diffraction integral:

qðx;y;zÞ ¼ � ik

2pz

ð ð1
�1

qðx0;y0;0Þ

� eiðk=2zÞ ðx�x0Þ2þðy�y0Þ2½ � dx0dy0; (3)

where q(x,y,0) is the source condition for the sound pressure

in the plane z¼ 0. Consistent with the paraxial approxima-

tion, the pressure source condition q(x,y,0) may be replaced

by the z component of the particle velocity in the source

plane multiplied by q0c0, where q0 is the density of the

fluid.48

The source condition for a focused vortex beam with a

Gaussian amplitude distribution in the plane z¼ 0 is more

conveniently expressed in cylindrical coordinates (r,h,z):

qðr;h;0Þ ¼ p0e�r2=a2

e�ikr2=2dei‘h; (4)

where p0 is the peak acoustic pressure at the origin, a is the

Gaussian source radius, d is the geometric focal length, and

‘ is the orbital number. The corresponding source condition
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for an unfocused vortex beam is obtained by setting d¼1.

For convenience, it is assumed in the present work that ‘ is

non-negative (‘¼ 0, 1, 2, …), recognizing that the magni-

tude of the resulting complex pressure field is unaltered by

changing the sign of ‘, and the effect on the phase is only to

reverse the helical polarity (sometimes referred to as hand-

edness) of the wavefronts. Since the time-averaged intensity

radiated by the source is I ¼ jqðr; h; 0Þj2=2q0c0 in the para-

xial approximation, the corresponding time-averaged power

radiated by the source is

P0 ¼
1

2q0c0

ð2p

0

ð1
0

jqðr; h; 0Þj2 rdrdh ¼ pa2p2
0

4q0c0

; (5)

which is independent of ‘.
Conversion of Eq. (3) to cylindrical coordinates yields

qðr; h; zÞ ¼ � ik

2pz

ð2p

0

ð1
0

qðr0; h0; 0Þ

� eiðk=2zÞ r2þr2
0
�2rr0 cos ðh0�hÞ½ � r0dr0dh0 (6)

for the Fresnel diffraction integral, and following

substitution of Eq. (4) for the source condition one

obtains

qðr; h; zÞ ¼ � ikp0

2pz
eikr2=2z

ð1
0

e�r2
0
=a2

eiðkr2
0
=2Þðz�1�d�1Þ r0dr0

�
ð2p

0

ei‘h0 e�iðkrr0=zÞ cos ðh0�hÞ dh0 (7)

for the field of the focused vortex beam in the paraxial

approximation. Making the variable substitution h0¼/�
p/2þ h in Eq. (7) in order to convert cos(h0 – h) to sin/, and

then employing Watson’s relation49

JnðbÞ ¼
1

2p

ð2pþa

a
eiðn/�b sin /Þ d/; (8)

where Jn is the Bessel function of the first kind of order n
and a is an arbitrary constant, yieldsð2p

0

ei‘h0 e�iðkrr0=zÞ cos ðh0�hÞ dh0 ¼ 2pei‘ðh�p=2ÞJ‘ðkrr0=zÞ: (9)

The solution thus reduces to

qðr;h;zÞ¼�ikp0

eikr2=2z

z
ei‘ðh�p=2Þ

�
ð1

0

e� 1�iðka2=2zÞð1�z=dÞ½ �r2
0
=a2

J‘ðkrr0=zÞr0dr0 ;

(10)

in which the coefficients of r2
0 have been grouped together

in preparation for the remaining integration.

The integral over r0 may be evaluated with the

relation50

ð1
0

xe�ax2

JnðbxÞdx¼
ffiffiffi
p
p

b

8a3=2
exp �b2

8a

� �

� Iðn�1Þ=2

b2

8a

� �
� Iðnþ1Þ=2

b2

8a

� �� �
;

(11)

where I�ðvÞ ¼ i��J�ðivÞ is the modified Bessel function of

the first kind of order �. The stated restrictions on Eq. (11)

are Re a> 0 and n> –2, which are satisfied in the present

work.

Use of Eq. (11) to evaluate Eq. (10) yields the following

analytical solution in the paraxial approximation for a

focused vortex beam radiated by a source with a Gaussian

amplitude distribution:

qðr; h; zÞ ¼
ffiffiffiffiffiffi
8p
p p0z

kr2
v3=2e�v Ið‘�1Þ=2ðvÞ � Ið‘þ1Þ=2ðvÞ

� �
� ei ‘h�ð‘þ1Þp=2þkr2=2z½ �; (12)

where

vðr; zÞ ¼
1
8
ðkar=zÞ2

1� iðka2=2zÞð1� z=dÞ : (13)

The magnitude of Eq. (12) is

jqðr; zÞj ¼
ffiffiffiffiffiffi
8p
p p0z

kr2
jv3=2e�v Ið‘�1Þ=2ðvÞ � Ið‘þ1Þ=2ðvÞ

� �
j;

(14)

which is independent of h. It can be shown by integrating

jqðr; zÞj2 numerically over any plane for which z¼ const

that the source power P0 in Eq. (5) is recovered independent

of ‘. The solution for an unfocused source is obtained by set-

ting d¼1 in Eq. (13).

A solution in the general form of Eq. (12) was obtained

previously in optics by Kotlyar et al.45 for an unfocused vor-

tex beam (d¼1), although their solution is expressed less

compactly in terms of the notation employed in the

Appendix of the present work. For the case of a focused vor-

tex beam, evaluation of Eq. (12) in the focal plane (z¼ d)

recovers the corresponding result obtained in optics by

Sacks et al.46

The present section concludes with two limiting forms

of Eq. (12). For ‘¼ 0 (no vorticity), the traditional solution

for a focused Gaussian beam is recovered:51

qðr; zÞ ¼ p0

1� ð1� iG�1Þz=d

� exp � ð1þ iGÞr2=a2

1� ð1� iG�1Þz=d

 !
; ‘ ¼ 0;

(15)

where G¼ ka2/2d is the gain at the geometric focus, (r,z)

¼ (0,d). Equation (15) follows from Eq. (12) via the

relation52
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I�1=2ðvÞ � I1=2ðvÞ ¼ �
ffiffiffiffiffiffiffiffiffiffi
2v=p

p
h
ð1Þ
0 ðivÞ ¼

ffiffiffiffiffiffiffiffi
2=p

p e�vffiffiffi
v
p ; (16)

where h
ð1Þ
0 is the spherical Hankel function of the first kind

of order zero. The beam profile perpendicular to the z axis is

Gaussian at all distances. In the focal plane one obtains

jqðr; dÞj ¼ Gp0e�r2=ða=GÞ2 , indicating that the amplitude is

increased, and the beamwidth is decreased, by the factor G.

For an unfocused source (d¼1), Eq. (15) reduces to

qðr; zÞ ¼ p0

1þ iz=zR
exp � r2=a2

1þ iz=zR

 !
;

‘ ¼ 0 ; d ¼ 1; (17)

where zR¼ ka2/2 is the Rayleigh distance.

A common alternative approach to describing vortex

beams in the paraxial approximation is the Laguerre-Gauss

expansion. The coefficients in this expansion are calculated

analytically in the Appendix for an unfocused beam, the

source condition for which is Eq. (4) with d¼1, and the

results are compared with the solution given by Eq. (12).

III. VORTEX RING RADIUS

For ‘> 0, the radiated field does not possess a Gaussian

beam profile perpendicular to the z axis as described by Eqs.

(15) and (17) for ‘¼ 0, and instead the pressure field is zero

along the z axis. A traditional descriptor of a vortex beam is

therefore the radius (distance from the z axis) of the result-

ing vortex ring where the amplitude defined by Eq. (14) is

maximized in a plane perpendicular to the z axis.

Calculation of the vortex ring radius, or spot size, is

accomplished most easily when v in Eq. (13) is a real quan-

tity, which occurs for two cases of practical interest, in the

focal plane of a focused beam (z¼ d) and in the far field of

an unfocused beam ðd ¼ 1; z� zRÞ:

v ¼ 1

8
ðkar=dÞ2 ; z ¼ d; (18)

¼ 1

8
ðkar=zÞ2 ; d ¼ 1 ; z� zR: (19)

The locations of the amplitude maxima described by Eq.

(14) in the plane of interest perpendicular to the z axis are

determined by setting @jqj=@r ¼ 0, which for the cases

defined by Eqs. (18) and (19) are equivalent to satisfying the

relation

d

dv
v1=2e�v Ið‘�1Þ=2ðvÞ � Ið‘þ1Þ=2ðvÞ

� �n o
¼ 0: (20)

Taking the derivative yields

ð‘� 4vÞIð‘�1Þ=2ðvÞ þ ð‘þ 4vÞIð‘þ1Þ=2ðvÞ ¼ 0; (21)

which is the relation obtained by Kotlyar et al.45 for the far-field

case in Eq. (19), the root of which they present only for ‘¼ 2.

Here, Eq. (21) is solved numerically for the single root

v‘ corresponding to each orbital number. In the absence of

vorticity (‘¼ 0), Eq. (21) yields v0¼ 0, as required for the

fields described by Eqs. (15) and (17), whose amplitudes

decrease monotonically with distance from the z axis. The

roots v‘ for 1� ‘� 10 are presented in Table I. The ring

radii determined by Eqs. (18) and (19) are expressed as

r‘ ¼ g‘d=ka ; z ¼ d; (22)

¼ g‘z=ka ; d ¼ 1 ; z� zR; (23)

where the values of g‘ ¼
ffiffiffiffiffiffiffi
8v‘
p

are also presented in Table I.

An alternative form of Eq. (23) is w‘ ¼ arctanðg‘=kaÞ,
where w‘ is the angle with respect to the z axis of the maxi-

mum in the far field, defined by tan w‘ ¼ r‘=z.

A least squares fit of the values in the bottom row of

Table I over the range 1� ‘� 10 yields the linear relation

g‘ ¼ 0:9405‘þ 0:7518; (24)

with a correlation coefficient of 0.999. Comparison of the

values g‘ in Table I with Eq. (24) is presented in Fig. 1. A

linear dependence on ‘ was also obtained by Curtis and

Grier53 for the ring radius in the focal plane of an optical

vortex beam with uniform amplitude in the source plane.

However, as discussed in Sec. V, the global maximum pre-

dicted by Eq. (14) moves away from the plane z¼ d with

increasing ‘. Therefore, while Eq. (22) provides an accurate

prediction of the ring radius corresponding to the global

TABLE I. The roots v‘ of Eq. (21) and the corresponding coefficients g‘ for 1� ‘� 10.

‘ 1 2 3 4 5 6 7 8 9 10

v‘ 0.3564 0.8966 1.6177 2.5357 3.6718 5.0436 6.6614 8.5294 10.6489 13.0196

g‘ ¼
ffiffiffiffiffiffiffi
8v‘
p

1.6885 2.6783 3.5974 4.5040 5.4198 6.3521 7.3001 8.2605 9.2299 10.2057

FIG. 1. Comparison of the values g‘ in Table I (circles) with the least

squares fit given by Eq. (24) (line).
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maximum in a focused vortex beam with a low orbital num-

ber, its accuracy in this context decreases as ‘ increases.

IV. PARAXIAL APPROXIMATION OF UNFOCUSED
VORTEX BEAMS

Limitations on Eq. (12) that arise from the paraxial

approximation associated with Eq. (2) may be identified via

comparison with solutions of the Helmholtz equation, Eq.

(1), that satisfy the same source condition, Eq. (4). The solu-

tions of Eq. (1) used for comparison in the present section

were obtained numerically using spatial Fourier transforms.

The paraxial approximation underlying the slow variation

in q as a function of z that leads to Eq. (2) is based on the

assumption that the radiated field is formed by waves propa-

gating in directions forming small angles with the z axis.54

As ‘ increases, these angles increase, and the paraxial

approximation becomes increasingly inaccurate. This fea-

ture of the field is characterized by its angular spectrum,

which is obtained by taking the spatial Fourier transform of

the source function.

The following definitions of the 2D spatial Fourier

transform and its inverse are employed for solving the

Helmholtz equation:

F 2Dffg ¼ f̂ ðkx; kyÞ ¼
ð ð1
�1

f ðx; yÞe�iðkxxþkyyÞ dxdy; (25)

f ðx; yÞ ¼ F�1
2D f̂
	 

¼ 1

4p2

ð ð1
�1

f̂ ðkx; kyÞeiðkxxþkyyÞ dkxdky:

(26)

For a source described by a pressure field in the plane z¼ 0,

the solution of Eq. (1) may be expressed as55

pHðx; y; zÞ ¼ F�1
2D eikzzF 2D pHðx; y; 0Þ½ �
	 


; (27)

where kz ¼ ðk2 � k2
x � k2

yÞ
1=2

. The subscript H is introduced

to distinguish the solution of the Helmholtz equation from

its paraxial approximation, with pH(x,y,0) ¼ q(x,y,0) in the

source plane. Conversion of Eq. (4) to Cartesian coordinates

yields

pHðx; y; 0Þ ¼ p0e�ðx
2þy2Þ=a2

e�ikðx2þy2Þ=2dei‘ arctanðx;yÞ (28)

for the source function used in Eq. (27). In its numerical imple-

mentation, the function arctan is evaluated using atan2(y, x) to

determine the phase angle throughout the range –p< h�p.

It is instructive to examine first the angular spectrum of

the source function. To obtain an analytical expression for

its angular spectrum, the following polar form of Eq. (25)

with kx¼j cos / and ky¼j sin / is used:

f̂ ðj;/Þ ¼
ð2p

0

ð1
0

f ðr; hÞe�ijr cos ðh�/Þ rdrdh; (29)

where j ¼ ðk2
x þ k2

yÞ
1=2

and / ¼ arctanðky=kxÞ. Throughout

the remainder of the present section, we consider the source

condition in Eq. (4) without focusing, i.e., with d¼1:

qðr; h; 0Þ ¼ p0e�r2=a2

ei‘h ; d ¼ 1: (30)

Note that the focused source condition in Eq. (4) is recov-

ered by replacing a2 in Eq. (30) with the complex quantity

~a2 ¼ a2=ð1þ ika2=2dÞ, a transformation that will be used in

Sec. V. Substitution of Eq. (30) in Eq. (29) and making use

of Eqs. (8) and (11) as before yields for the angular spec-

trum of the unfocused Gaussian vortex source

q̂ðj;/; 0Þ ¼ a2p0

p3=2ffiffiffi
2
p X1=2e�X

� Ið‘�1Þ=2ðXÞ � Ið‘þ1Þ=2ðXÞ
� �

ei‘ð/�p=2Þ ;

d ¼ 1; (31)

where X ¼ 1
8
ðjaÞ2.

Since Eq. (31) has the same form as Eq. (12), the loca-

tion of the peak in the angular spectrum determined by set-

ting djq̂j=dX ¼ 0 yields X¼ v‘, where v‘ is the root of Eq.

(21). Making use of the relation v‘ ¼ 1
8
g2
‘ employed in Eqs.

(22) and (23), one obtains j‘ ¼ g‘=a for the value of j
where the peak in the angular spectrum occurs, which

increases linearly with ‘ according to Eq. (24) and Fig. 1.

For ‘ sufficiently large that j‘ > k, in which case kz

¼ ðk2 � j2Þ1=2
in Eq. (27) is imaginary for j ’ j‘, the plane

waves in the angular spectrum forming the vortex ring

defined by Eq. (23) are evanescent. Evanescent waves are

not described by the paraxial approximation, which corre-

sponds to replacing kz by k � j2=2k in Eq. (27),54 requiring

j2 � k2 for this approximation to be accurate. Therefore,

the paraxial approximation should provide an accurate

description of the ring that characterizes a vortex beam only

for

k2 � j2
‘ ; (32)

which for Eq. (12) in the absence of focusing corresponds to

ðkaÞ2 � g2
‘ , or alternatively

ðkaÞ2 � ‘2 ; d ¼ 1; (33)

based on the values of g‘ in the lower row of Table I. This

result is consistent with the statement preceding the paraxial

approximation in Eq. (2) that q is a slowly varying function

of z.

To assess the validity of the condition in Eq. (33) for

determining the parameter space in which the paraxial

approximation accurately describes the vortex ring radi-

ated by the unfocused source defined by Eq. (30), pre-

sented in Fig. 2 is a comparison of Eq. (14) (red curves) in

the absence of focusing (d¼1) with the magnitudes of

the solutions of the Helmholtz equation (blue curves)

obtained numerically from Eq. (27). All beam profiles

were calculated at the same distance from the source

plane, z/zR¼ 1, where zR¼ ka2/2 is again the Rayleigh dis-

tance. The columns in Fig. 2 correspond to different val-

ues of ‘ increasing from 1 to 10, and the values of ka for

the rows were chosen to be 3 times the values of ‘ used for
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the columns. In this way, the relation ka¼ 3‘ applies to

each plot that lies along the diagonal extending from the

lower left to upper right corner of Fig. 2. It is observed

that above the diagonal, where ka> 3‘ for each plot, the

paraxial approximation is in good agreement with the

solution of the Helmholtz equation, and below the diago-

nal, where ka< 3‘ for each plot, there is noticeable dis-

agreement that increases with ‘ for any fixed value of ka.

Comparisons at distances z/zR ¼ 0.5 and z/zR¼ 2 look

much the same. Since (ka)2¼ 9‘2 applies to all plots along

the diagonal of Fig. 2, the relation

ka > 3‘ ; d ¼ 1 (34)

is consistent with the criterion in Eq. (33) for the paraxial

approximation to accurately describe an unfocused vortex

beam with Gaussian amplitude distribution in the source

plane for ‘� 10.

It is reasonable to check whether the criterion in Eq.

(33) is suitable for vortex beams with source amplitudes

other than Gaussian, and this is easily done using Eq. (27) to

solve not only the Helmholtz equation, Eq. (1), but also its

paraxial approximation, Eq. (2). The latter is accomplished

by replacing pH with q and kz ¼ ðk2 � k2
x � k2

yÞ
1=2

with kz ¼ k
�ðk2

x þ k2
yÞ=2k in Eq. (27). In place of Eq. (30), the unfocused

source condition considered here has uniform pressure ampli-

tude within a circle of radius a and zero amplitude outside that

circle:

qðr; h; 0Þ ¼ p0 circðr=aÞ ei‘h; (35)

where the circle function circ a is unity for a� 1 and zero

for a> 1. Solutions of Eqs. (1) and (2) for the source

function in Eq. (35) are compared in Fig. 3, which has the

same format as Fig. 2 except with ka¼ 4‘ for the plots along

the diagonal. The agreement above the diagonal, where

ka> 4‘ for each plot, is not quite as good as above the diag-

onal in Fig. 2, but the differences are mainly in the sidelobes

outside the vortex ring. Equation (33) is thus observed to

also be a reasonable criterion for use of the paraxial approxi-

mation to describe the vortex rings in fields corresponding

to the unfocused source function in Eq. (35), at least for

‘� 10.

The reader is referred to Zhang and Marston6 for dis-

cussion of modeling angular momentum flux in acoustic

vortex beams with and without use of the paraxial

approximation.

V. PARAXIAL APPROXIMATION OF FOCUSED
VORTEX BEAMS

The approach used in Sec. IV to assess the validity of

the paraxial approximation applies to focused vortex beams

as well. Inclusion of focusing in Eq. (31) for the angular

spectrum is straightforward. As noted following Eq. (30),

Eq. (4) is recovered by replacing a2 in Eq. (30) with the

complex quantity ~a2 ¼ a2=ð1þ iGÞ, where G¼ ka2/2d.

Focusing is therefore included in Eq. (31) by multiplying

the expression by (1þ iG)–1 and replacing the quantity X
with ~X ¼ 1

8
ðjaÞ2=ð1þ iGÞ. Since q̂ is then a function of the

complex quantity ~X, the roots of Eq. (21) no longer deter-

mine the values of j‘ associated with the peaks in the angu-

lar spectra.

Presented in Fig. 4(a) are the values of j‘a correspond-

ing to the maximum value in the magnitude of the angular

spectrum jq̂ðjaÞj calculated numerically for 1� ‘� 10 with

FIG. 2. (Color online) Comparison of Eq. (14) (red curves) for the unfocused source condition in Eq. (30) with solutions of the Helmholtz equation (blue

curves) obtained numerically from Eq. (27) at z¼ zR, where zR¼ ka2/2 is the Rayleigh distance. The relation ka¼ 3‘ applies to each plot that lies along the

diagonal extending from the lower left to upper right corner, with ka> 3‘ for each plot above the diagonal and ka< 3‘ for each plot below the diagonal.
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values of G increasing in order from G¼ 0 (bottom curve)

to G¼ 80 (top curve). In contrast with the unfocused vortex

beam (G¼ 0), the dependence on ‘ is no longer linear

for G> 0, and the departure from a linear dependence

increases with G. Also, it follows from the relation ðjaÞ2
¼ 8ð1þ iGÞ~X that ja ’ ð8iG~XÞ1=2

for G2 � 1, and it may

be observed that for G> 0 the curves for different values

of G in Fig. 4(a) increase relative to one another approxi-

mately in proportion to G1/2. As for unfocused vortex

beams, the criterion for the validity of the paraxial approxi-

mation in the case of focused vortex beams is given by Eq.

(32), k2 � j2
‘ . However, the dependence of j‘a on ‘ and G

observed in Fig. 4(a) does not lend itself to formulation of

a simple explicit criterion such as Eq. (33) for unfocused

vortex beams.

Further insight into the difficulty with determining a

simple criterion for the accuracy of the paraxial approxima-

tion used for focused vortex beams is provided by the mag-

nitudes of the angular spectra presented in Figs. 4(b)–4(d)

for G¼ 0, 10, and 40, respectively, with ‘¼ 1, 5, and 10 for

each value of G. Whereas the spectra in Fig. 4(b) for unfo-

cused beams (G¼ 0) possess no oscillations, the spectra in

the lower row of Fig. 4 not only reveal pronounced oscilla-

tions, but also increased spatial bandwidth, associated with

focusing (G> 0).

A parametric study similar to those in Figs. 2 and 3, in

which the fields radiated by unfocused sources calculated

with solutions of the Helmholtz equation and their paraxial

approximations are compared as functions of ka and ‘, was

performed for focused sources, which introduces the addi-

tional parameter d/a. For reference, it should be noted that

ka and d/a are related to the quantity G in Fig. 4 by their

ratio ka/(d/a) ¼ 2G. The comparisons for focused beams

employ the source conditions in Eqs. (4) and (35) for

Gaussian and uniform amplitude distributions, respectively,

FIG. 3. (Color online) Comparison of the paraxial approximation (red curves) with the solution of the Helmholtz equation (blue curves) at z¼ zR as in Fig. 2

but for the unfocused uniform circular source condition in Eq. (35). The paraxial approximation in this case is obtained numerically from Eq. (27) with kz

replaced by k � ðk2
x þ k2

y Þ=2k. The relation ka¼ 4‘ applies to each plot along the diagonal, with ka> 4‘ for each plot above the diagonal and ka< 4‘ for

each plot below the diagonal.

FIG. 4. (Color online) (a) Values of j‘a for selected values of ‘ and

G¼ ka2/2d, with the curves for G¼ 0, 5, 10, 20, 40, and 80 displayed with

G increasing from bottom to top, corresponding to the maximum value in

the magnitude of the angular spectrum described by Eq. (31) following

modification for application to a focused vortex beam as described in the

text. Magnitudes of the angular spectra for ‘¼ 1, 5, and 10 are shown for

(b) G¼ 0, (c) G¼ 10, and (d) G¼ 40.
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with the phase term exp ð�ikr2=2dÞ included in the latter to

account for focusing.

Due to the size of the parameter space for focused sour-

ces, the results are summarized in Fig. 5 as a color-coded

decision matrix in which green indicates good agreement,

blue indicates borderline agreement, and purple indicates

poor agreement in the vicinity of the vortex ring, with the

left column corresponding to a Gaussian source, and right

column to a uniform source. The subjective determination

of good versus poor agreement coincides nominally with the

comparisons above and below the diagonals, respectively, in

Figs. 2 and 3. The parameter space covered by Fig. 5

(10� ka� 200, 1� ‘� 10, and 2� d/a� 5), with emphasis

on the focal region (z/d� 1), coincides with experiments

and applications reported in the literature.7,8,22,26,29,56–62

The largest discrepancies between results for focused

Gaussian and uniform sources occur for d/a¼ 2 (first row

in Fig. 5), indicating that for the Gaussian source the accu-

racy of the paraxial approximation is poor for all consid-

ered values of ka and ‘ due to the strong convergence of

the field. In this case, the aperture half-angle arctan(a/d) is

approximately 26	, which is usually considered as a nomi-

nal limit on the accuracy of the paraxial approximation in

the far field of an unfocused source. In the focal region of

the focused Gaussian source, significant contributions to

the field arrive from angles greater than 26	 with respect to

the z axis due to the spatial extent of the source beyond

r¼ a, whereas for the uniform circular source the contribu-

tions are confined to angles less than approximately 26	.
Solutions based on the paraxial approximation are reason-

ably accurate for the uniform source along the diagonal

indicated by the green cells corresponding to increase in

both ka and ‘.
For d/a¼ 3 (second row in Fig. 5), there exists a range

of ka and ‘ for which the paraxial approximation for the

Gaussian source is accurate due to reduction of the aperture

half-angle to approximately 18	, and the paraxial approxi-

mation for the uniform source is observed to be accurate for

a wider range of ka and ‘ than is the case for d/a¼ 2. The

same trend continues for d/a¼ 4 (third row) and d/a¼ 5

(fourth row), for which the paraxial approximation is accu-

rate for wider ranges of ka and ‘.
Finally, of interest in a focused vortex beam is not only

movement of the global maximum out of the focal plane as

‘ increases, which was noted at the end of Sec. III, but also

the corresponding spatial redistribution of the local maxima

in the field. These phenomena are illustrated by the field

plots in Fig. 6 calculated using Eq. (14) for G¼ 10 (upper

row) and G¼ 20 (lower row). In each case, the vortex ring

for ‘¼ 1, which is located in the plane z=d ’ 1, is redistrib-

uted along a spheroidal surface that encloses the prefocal

region as ‘ increases, with the coordinates of the spheroidal

surface obtained from ray theory provided in Eq. (58). Since

G¼ 10 corresponds to values of (ka, d/a) equal to either (80,

4) or (100, 5), and G¼ 20 corresponds to either (160, 4) or

(200, 5), the third and fourth rows of Fig. 5 indicate that the

fields represented in Fig. 6 obtained with a solution based on

the paraxial approximation are in good agreement with solu-

tions of the Helmholtz equation for practical parameter

values.

VI. RAY THEORY

Insight into movement of the vortex ring out of the

focal plane and toward the source as ‘ increases is provided

by ray theory.63 In the immediate vicinity of the source

plane, the pressure field p ¼ qeikz may be expressed as

pðr; h; zÞ ’ p0f ðrÞei/ ; z ’ 0; (36)

where f(r) is the amplitude distribution in the source plane,

assumed axisymmetric, and the phase

/ðr; h; zÞ ¼ �kr2=2d þ ‘hþ kz (37)

defines a wavefront in a focused vortex beam leaving the

source plane in the paraxial approximation. For the

FIG. 5. (Color online) Color-coded decision matrix comparing solutions of

the Helmholtz equation with solutions of its paraxial approximation for a

focused Gaussian source (left column) and a focused uniform source (right

column). Green indicates good agreement, blue indicates borderline agree-

ment, and purple indicates poor agreement in the region occupied by the

vortex ring near the focal plane (z/d� 1). The parameter space

(10� ka� 200, 1� ‘� 10, and 2� d/a� 5) coincides with experiments and

applications reported in the literature (Refs. 7, 8, 22, 26, 29, and 56–62).
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Gaussian source condition in Eq. (4), the amplitude distribu-

tion is f ðrÞ ¼ e�r2=a2

. The wave normal at any point on the

wavefront is defined by n ¼ $/=j$/j, which is evaluated

for a point P in the source plane at distance r0 from the z
axis to obtain

n ¼ c�1 �ðr0=dÞ er þ ð‘=kr0Þ eh þ ez½ �; (38)

where c ¼ ½ðr0=dÞ2 þ ð‘=kr0Þ2 þ 1�1=2
and jnj ¼ 1.

Because the medium is homogeneous, any ray emanat-

ing from the source plane follows a straight line in direction

n. Therefore, a ray starting at point P and traveling distance

s arrives at a point Q whose position is given by the vector

R¼ sn relative to point P. This relation applies to a ray ema-

nating from any point on a circle of radius r0 in the plane

z¼ 0 because R is the location relative to that point on the

circle. Here, and below, the word “circle” designates its

perimeter and not the region enclosed by the perimeter. The

family of rays emanating from the circle forms an axisym-

metric surface surrounding the z axis. Thus, in any plane

perpendicular to the z axis, the locations where the rays pass

through that plane form a circle. The first objective is to

determine the radius D(r0, z) of that circle as a function of

distance z from the source plane.

The distance s along any ray path emanating from the

circle of radius r0 in the plane z¼ 0 is related to the coordi-

nate z by z ¼ R
 ez ¼ c�1s. Therefore R ¼ czn, and from

Eq. (38),

R ¼ �ðr0z=dÞ er þ ð‘z=kr0Þ eh þ z ez: (39)

The r and h components form the vector rQ ¼ �ðr0z=dÞ er

þð‘z=kr0Þ eh for the location of point Q in the plane perpen-

dicular to the z axis, with rQ expressed in the polar coordi-

nate system (r,h) whose origin and orientation are defined

by the location of point P on the circle of radius r0 in the

source plane. Since the location of the global origin O asso-

ciated with the beam axis in this polar coordinate system is

rO ¼ �r0 er, the distance between points Q and O in a plane

perpendicular to the z axis is D ¼ jrQ � rOj, or

Dðr0; zÞ
r0

¼ ð1� z=dÞ2 þ ð‘d=kr2
0Þ

2ðz=dÞ2
h i1=2

: (40)

More generally, D is the radius of the circle formed by the

family of rays emanating from the circle of radius r0 cen-

tered at the origin O in the source plane and intersecting a

plane perpendicular to the z axis at an arbitrary distance

from the source plane. As required, Eq. (40) reduces to

D¼ r0 at z¼ 0.

The vortex rings discussed in Secs. III–V are formed by

radiation from the entire source plane, not from just a circle

of radius r0. Before taking into account radiation from the

entire source plane, it is useful to examine first the proper-

ties of Eq. (40) for a fixed value of r0. The vertex where D is

minimized is located at the value of z found by setting

@D=@z ¼ 0 to obtain

zverðr0Þ
d
¼ 1

1þ ð‘d=kr2
0Þ

2
; (41)

and the corresponding minimum value of D is obtained by

setting z¼ zver in Eq. (40):

Dminðr0Þ
r0

¼ ‘d=kr2
0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ ð‘d=kr2
0Þ

2
q : (42)

Equation (40) is symmetric about z¼ zver in the region

0� z� 2zver. Equations (40)–(42) all depend on the dimen-

sionless combination ‘d=kr2
0.

Shown in Fig. 7 are plots of D/r0 versus z/d obtained

from Eq. (40) for d=kr2
0 ¼ 0:1 and 0� ‘� 5. The vertex

FIG. 6. (Color online) Plots of field amplitudes obtained from Eq. (14) for focused beams with G¼ 10 (upper row) and G¼ 20 (lower row) illustrating

movement of the global maximum toward the source, and the corresponding spatial redistribution of local maxima, as ‘ is increased. The color maps range

from dark blue for zero pressure amplitude to dark red for maximum pressure amplitude, with the maximum amplitude specific to each combination of

parameters G and ‘ in order to best depict the dynamic range of the corresponding field structure.
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moves toward the source as ‘ is increased according to

Eq. (41), which is consistent with the direction of the shift

in the location of the vortex ring observed in Fig. 6. The dis-

tance between the vertex and the z axis is observed to

increase linearly with ‘ as long as ð‘d=kr2
0Þ

2
remains small

in the denominator of Eq. (42). This linear increase is con-

sistent with the dependence of the vortex ring radius on ‘
predicted by Eqs. (22) and (24).

Limiting forms of Eq. (40) are now compared with the

results obtained in Sec. III. The radius of the circle in the

focal plane predicted by the ray theory is, with z¼ d in Eq.

(40), D¼ ‘d/kr0, which is observed to be similar to the

expression for the ring radius given by Eq. (22). The result

D¼ ‘d/kr0 differs from Eq. (42) because the latter does not

correspond to the radius of the circle in the focal plane, but

at the location zver of the vertex predicted by ray theory,

which is less than d. For an unfocused beam, evaluating

Eq. (40) with d¼1 yields D ¼ r0½1þ ð‘z=kr2
0Þ

2�1=2
, and

then evaluating this limit in the far field ð‘z� kr2
0Þ yields

D¼ ‘z/kr0, which is similar to Eq. (23). Considered next is the

field structure predicted by ray theory for the more general

case in which radiation from the entire source plane is taken

into account, not from just source points confined to a circle.

Equation (40) is now used to determine the pressure

amplitude in a plane at distance z from a source possessing

the arbitrary axisymmetric amplitude distribution p0 f(r) in

Eq. (36). The following relation from ray theory for the

pressure amplitude P is used for this purpose,63

PðD; zÞ ¼ p0 f ðr0Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Aðr0; 0Þ
Aðr0; zÞ

s
; (43)

where A(r0,z) is the area of the annular channel correspond-

ing to rays emanating from source points with amplitude

p0f(r0) at distance r0 from the z axis. The pressure P(D,z) is

expressed as a function of D rather than r0 because the

coordinates (D,z) identify the location in the field where the

pressure is desired. Source point locations identified by

r¼ r0 on the right-hand side of Eq. (43) map onto field

points at r¼D(r0,z) according to Eq. (40), the inversion of

which permits r0 to be expressed in terms of (D,z):

r0ðD; zÞ ¼
D2 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D4 � D4

cðzÞ
q

2ð1� z=dÞ2

2
4

3
5

1=2

; D > DcðzÞ; (44)

where Dc(z) is defined in Eqs. (55) and (56). Regions in

which D<Dc(z) are shadow zones (P¼ 0) predicted by ray

theory, and Eq. (44) is not relevant in regions where there

are no ray paths. Equation (44) can thus be used to evaluate

the pressure amplitude in Eq. (43) as an explicit function of

the field points (r,z) ¼ (D,z). The only restriction is that the

source must possess an axisymmetric amplitude distribution

as described by p0f(r) in Eq. (36), such that the amplitude of

the field throughout the vortex beam is independent of h, as

is usually the case.

The area function A(r0,z) in Eq. (43) usually corre-

sponds to the cross section of a ray tube encircling a particu-

lar ray path, e.g., emanating from a point (r0,h) in the source

plane as defined by Eq. (38). However, of interest here is the

amplitude and not the phase of the pressure, and due to the

axisymmetric geometry of the annular channel formed by

the family of rays radiated by a thin annulus of inner radius

r0 in the source plane, the amplitude does not depend on h.

It is therefore expedient to define A instead to be the cross-

sectional area of the channel with unit normal in the r-z
plane forming angle w(r0,z) with the z axis as defined in

Fig. 7:

nch ¼ sin wðr0; zÞ er þ cos wðr0; zÞ ez: (45)

The direction of the channel normal nch is thus everywhere

tangent to the corresponding curves in Fig. 7.

The angle w(r0,z) may be expressed as tan w ¼ @D=@z,

which yields for the vector components in Eq. (45)

sin wðr0; zÞ ¼
@D=@zffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð@D=@zÞ2 þ 1

q ; (46)

cos wðr0; zÞ ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð@D=@zÞ2 þ 1

q ; (47)

and thus

nch ¼
ð@D=@zÞ er þ ezffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð@D=@zÞ2 þ 1

q ; (48)

where

@D
@z
¼ � r0

d

1� z=d � ð‘d=kr2
0Þ

2z=d

ð1� z=dÞ2 þ ð‘d=kr2
0Þ

2ðz=dÞ2
h i1=2

: (49)

FIG. 7. Plots of D/r0 versus z/d obtained from Eq. (40) for d=kr2
0 ¼ 0:1 and

0� ‘� 5 displayed with ‘ increasing from bottom to top. The unit vector

nch and angle w correspond to Eq. (45), with the positive value of w chosen

for illustration associated with the nominal directions of the annular chan-

nels following the curves in the region z=d � 1:5.
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The form of Eq. (48) facilitates comparison with the wave

normal n defined by Eq. (38), which determines the direc-

tions of the ray paths within the annular channel.

Only for ‘¼ 0 is nch equivalent to n:

nch ¼
�sgnð1� z=dÞðr0=dÞ er þ ezffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðr0=dÞ2 þ 1

q ; ‘ ¼ 0: (50)

In this case, the component eh in Eq. (38) vanishes, and all

rays intersect the z axis at z¼ d. Equation (50) describes a con-

ical structure for the annular channel that is symmetric about

its vertex in the plane z¼ d as illustrated in Fig. 7, and in the

first column of Fig. 8 below. Since the expression for n in Eq.

(38) is restricted to the source plane, unlike Eq. (50) it does not

account for the sign change in the coefficient of er beyond the

focal plane z¼ d, where the ray paths diverge from the z axis.

For ‘ 6¼ 0, the nonzero component eh in Eq. (38) pre-

vents nch from being equivalent to n. Although nch can be

the projection of n onto the r-z plane, this occurs only for

two values of z:

nch ¼
�sgnð1� z=zverÞðr0=dÞ er þ ezffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðr0=dÞ2 þ 1

q ;

‘ 6¼ 0 ; z ¼ 0 or 2zver; (51)

where zver is the location of the minimum channel radius, as

defined in Eq. (41). Equation (51) applies only in the plane

z¼ 0 or z¼ 2zver, and nowhere else. Apart from the sign

change for z¼ 2zver associated with divergence of the rays in

the region z> zver, Eq. (51) is observed to be equivalent to Eq.

(38) if the component eh is removed. More generally, as noted

following Eq. (42), the annular channel radius D(r0,z) is sym-

metric about the vertex at z¼ zver in the region 0� z� 2zver;

therefore, w is symmetric about this turning point, with w< 0

for z< zver, w¼ 0 at z¼ zver, and w> 0 for z> zver.

It also proves convenient to express the cross-sectional

area A, the orientation of which is defined by Eqs. (45) and

(48), in terms of the cross-sectional area Az formed by the

intersection of the annular ray channel with any plane per-

pendicular to the z axis, such that Az has unit normal ez:

Aðr0; zÞ ¼ Azðr0; zÞ cos wðr0; zÞ: (52)

In Eq. (43), p0 f(r0) is thus the pressure amplitude in a thin

annulus of inner radius r0 and area Az(r0,0) in the source

plane z¼ 0, and P(D,z) is the pressure amplitude in the cor-

responding annular ray channel of inner radius D(r0,z) and

area Az(r0,z) at z� 0. The annulus of inner radius r0 at z¼ 0

is assigned an infinitesimal width w such that its area is

Az(r0,0)¼ 2pr0w, with the area of the annular channel at dis-

tances z� 0 given by

Azðr0;zÞ ¼ 2pDðr0; zÞjDðr0þw;zÞ�Dðr0; zÞj
’ 2pDðr0; zÞwj@D=@r0j
¼ 2pr0wjð1� z=dÞ2�ð‘d=kr2

0Þ
2ðz=dÞ2j: (53)

Combining Eqs. (43), (52), and (53) yields

PðD; zÞ ¼ p0f ðr0Þ
coswðr0;0Þ=coswðr0; zÞ

jð1� z=dÞ2�ð‘d=kr2
0Þ

2ðz=dÞ2j

" #1=2

(54)

for the pressure amplitude in the annulus of inner radius

r¼D(r0,z) at distances z� 0 from the source plane and

r>Dc(z) from the z axis due to the family of rays emanating

from the annulus of inner radius r¼ r0 in the source plane.

Of interest in the present section are the shift and distor-

tion of the vortex ring depicted in Fig. 6 as ‘ increases.

These spatial features are associated with the caustics cre-

ated by the vorticity of the sound field. Caustics are paths

along which cross-sectional areas of the annular ray chan-

nels vanish and the corresponding pressure amplitude pre-

dicted by ray theory is infinite. Setting Az(r0,z) ¼ 0 in Eq.

(53), which results in an equation that is quadratic in z,

yields the two roots z=d ¼ ð16‘d=kr2
0Þ
�1

. The roots are

rewritten as r2
0 ¼ 6ð‘z=kÞ=ð1� z=dÞ and substituted into

Eq. (40) to obtain the path of the caustic:

DcðzÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2‘d=kÞðz=dÞj1� z=dj

p
: (55)

For comparison with Eq. (14), and to facilitate interpreta-

tion, Dc(z) is normalized by the characteristic source radius

a:

DcðzÞ
a
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð‘=GÞðz=dÞj1� z=dj

p
; (56)

where G¼ ka2/2d as before. It is observed that Dc(z) is zero

at z¼ 0 and z¼ d, and in between it is symmetric about

z ¼ 1
2

d, at which point the caustic in the region z< d is fur-

thest from the z axis, with the distance from the z axis given

by Dc=a ¼ 1
2

ffiffiffiffiffiffiffiffi
‘=G

p
. For z� d, the distance between the

caustic and the z axis increases linearly with z according to

Dc=a ’
ffiffiffiffiffiffiffiffi
‘=G

p
ðz=dÞ. The normalized form of Eq. (40) for

the path of each annular ray channel in the r-z plane is given

by

Dðr0; zÞ
a

¼ r0

a
ð1� z=dÞ2 þ ð‘=2GÞ2ðz=dÞ2

ðr0=aÞ4

" #1=2

; (57)

with the coordinates for where the distance between each

path and the z axis is minimized given by Eqs. (41) and

(42). For ‘¼ 0 the result for the caustic reduces to Dc(z)¼ 0,

merely indicating that the caustic vanishes, and Eq. (57)

reduces to the result for a converging spherical wave,

Dðr0; zÞ ¼ r0j1� z=dj.
Shown in Fig. 8 are overlays of Eq. (56) for the caustics

(thick white curves) and Eq. (57) for the annular ray chan-

nels (thin white curves) on top of color plots for the ampli-

tude of the pressure field obtained from Eq. (14) for G¼ 10

(first row) and G¼ 20 (second and third rows), with ‘¼ 0, 1,

2, 3, 4, and 5 for the six columns in the first and second row,
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and ‘¼ 0, 2, 4, 6, 8, and 10 in the third row (i.e., double the

corresponding values in the first two rows). The parameters

match those in Fig. 6 in order to illustrate how, as ‘ is

increased, ray theory can be used to interpret the movement

of the global maximum toward the source and the corre-

sponding spatial redistribution of local maxima. Figures 6

and 8 are somewhat different in appearance because in the

latter only the upper half of the field is displayed, and with

the vertical axes expanded in order to better resolve the fea-

tures of the annular ray channels. For clarity, only channels

emanating from the region 0� r/a� 1 in the source plane

are displayed. One consequence of this truncation is that

channels forming the bottom of the “V” in the caustic at z/d
¼ 1 are absent, e.g., especially for G¼ 10 and ‘¼ 5.

It is observed in Fig. 8 that Eq. (56) for the caustic

defines rather well the shadow zones in both the prefocal

and postfocal regions. It is also observed that the trajectory

of the global maximum follows the caustic in the direction

of the source as ‘ increases. Comparing the first and second

rows as ‘ is increased from 0 to 5 reveals that the movement

of the global maximum toward the source is less pronounced

for G¼ 20 (second row) than for G¼ 10 (first row).

However, comparing the first and third rows as ‘ is

increased from 0 to 5 in the former (G¼ 10) but from 0 to

10 in the latter (G¼ 20), it is observed that the movement of

the global maximum toward the source is very much the

same even though the values of G differ by a factor of 2.

This is due to the fact that the paths of the annular ray chan-

nels defined by Eq. (40), and the paths of the caustics

defined by Eq. (55), do not vary with ‘ and k when the ratio

‘/k is held constant, which corresponds to maintaining a

constant ratio ‘/G in Eqs. (56) and (57). The main difference

in the field calculations based on Eq. (14) in the first and

third rows is the higher spatial frequency in the third row,

which corresponds to the value of k being doubled. Starting

with Eq. (38), all subsequent equations in the present section

depend on ‘ and k only in the ratio ‘/k, including the equa-

tions in the last paragraph for unfocused vortex beams.

We now examine the geometry of the shadow zone in

the prefocal region. Letting (xc, yc, zc) be the coordinates of

the surface defined by the caustic, one may write D2
c ¼ x2

c

þy2
c and rearrange Eq. (56) to obtain

x2
c þ y2

c

a2
c

þ ðzc � d=2Þ2

c2
c

¼ 1 ; 0 � zc � d; (58)

which describes a spheroid in the prefocal region centered at

zc¼ d/2 along its axis of symmetry with

a2
c ¼ ‘a2=4G ; c2

c ¼ d2=4: (59)

Equation (58) corresponds to a prolate spheroid for ac < cc

and an oblate spheroid for ac > cc, or

ðd=aÞ2G > ‘; prolate spheroid; (60)

ðd=aÞ2G < ‘; oblate spheroid: (61)

One may also write (d/a)2G¼pd/k, where k¼ 2p/k, and

therefore whether the shape of the shadow zone predicted

by ray theory in the prefocal region is prolate or oblate

FIG. 8. (Color online) Overlays of Eq. (56) for the caustics (thick white curves) and Eq. (57) for the annular ray channels (thin white curves) on top of color

plots for the amplitude of the pressure field obtained from Eq. (14) for G¼ 10 (first row) and G¼ 20 (second and third rows) illustrating movement of the

global maximum toward the source, and the corresponding spatial redistribution of local maxima, as ‘ is increased in the range 0� ‘� 5 in the first and sec-

ond rows and 0� ‘� 10 in the third row. For clarity, only annular ray channels emanating from the region 0� r/a�1 in the source plane are displayed. See

caption of Fig. 5 for explanation of the color maps.
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depends only on the ratio of focal length to wavelength rela-

tive to the orbital number. Since the volume of the spheroid

is 4
3
pa2

ccc, the volume of the shadow zone enclosed by the

caustic surface in the prefocal region may be expressed as

Vc ¼ 1
6
‘kd2, in which the product ‘k is a consequence of the

ratio ‘/k that is discussed in connection with Fig. 8.

Figure 5 indicates that the paraxial approximation is

accurate in the parameter space defined by d/a� 4, ka� 50,

and 1� ‘� 10, in which case for G� 5 one obtains

(d/a)2G� 80. Thus, the caustic surface in the prefocal region

is a prolate spheroid for all cases considered in Figs. 6 and

8. The prefocal caustic surface for G¼ 10 and ‘¼ 5 in Fig. 8

(and for G¼ 20 and ‘¼ 10 as well) appears oblate rather

than prolate only because of the aspect ratio employed to

emphasize the field structure surrounding the caustic. Oblate

spheroids may be encountered under other circumstances.

Prefocal shadow zones like those in Fig. 6 are not

restricted to vortex beams with Gaussian amplitude shading.

For example, a source amplitude described by a raised

cosine of finite extent defined by f ðrÞ ¼ 1
2
½1þ cosðpr=2aÞ�

for 0 � r � a and zero otherwise in place of f ðrÞ ¼ e�r2=a2

in Eq. (4) produces field patterns very similar to those in

Fig. 6. The spheroidal cavities surrounded by steep pressure

gradients in Fig. 6 may prove useful for particle trapping in

three dimensions, a subject of interest in recent studies.26,64

A wave phenomenon referred to in optics as an autofo-

cusing vortex beam47 bears resemblance to the field struc-

tures in the regions corresponding to z> d/2 in Fig. 8. The

autofocusing effect is created by positioning the source

plane at z> d/2. Instead of the phase term �kr2/2d at z¼ 0

in Eq. (37), a different phase term is used at z> d/2 to pro-

duce an abruptly converging vortex field in the region

z> d/2 that follows a caustic similar to Eq. (55). In addition

to the significantly different source conditions used to create

the autofocusing effect, the expressions for the caustics do

not lend themselves to describing the field produced by the

source condition in Eqs. (36) and (37) and exhibited

throughout the regions z> 0 in Fig. 8. A number of other

publications on autofocusing optical beams, dating back to

2010, are reported by Xiao et al.47

Finally, simplified forms of the results obtained with

ray theory for focused vortex beams are considered in the

absence of focusing. With d¼1, Eqs. (40) and (53) for the

distance between the annular ray channel and the z axis, and

the corresponding cross-sectional area of the channel per-

pendicular to the z axis, reduce to

Dðr0; zÞ ¼ r0 1þ ð‘z=kr2
0Þ

2
h i1=2

(62)

and

Azðr0; zÞ ¼ 2pr0wj1� ð‘z=kr2
0Þ

2j; (63)

respectively. The limiting forms of Eqs. (41) and (42),

zver¼ 0 and Dmin¼ r0, merely reflect the fact that D
increases continuously with distance from the source plane

for ‘> 0, and it remains constant for ‘¼ 0. Equation (55) for

the caustic becomes

DcðzÞ ¼
ffiffiffiffiffiffiffiffiffiffiffi
2‘z=k

p
; (64)

which for ‘> 0 defines a paraboloid that increases in propor-

tion to z1/2 from the source plane to the far field. The ampli-

tude of the pressure field outside the shadow zone enclosed

by the paraboloidal caustic surface is, from Eq. (54),

PðD; zÞ ¼ p0f ðr0Þ
cos wðr0; 0Þ= cos wðr0; zÞ
j1� ð‘z=kr2

0Þ
2j

" #1=2

; (65)

and Eq. (44), which is used to express r0 as a function of (D,z),
reduces to

r0ðD; zÞ ¼ 2�1=2 D2 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D4 � D4

cðzÞ
q� �1=2

; D > DcðzÞ:

(66)

Equations (46) and (47) defining the angle w of the annular

ray channel in the r–z plane retain the same forms, but Eq.

(49) reduces to

@D
@z
¼ ‘

kr0

‘z=kr2
0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ ð‘z=kr2
0Þ

2
q ; (67)

which for ‘> 0 further reduces to ‘=kr0 in the far field

(‘z� kr2
0Þ. For ‘¼ 0 one obtains w¼ 0, and all ray channels

FIG. 9. (Color online) Overlays of Eq. (64) for the caustics (thick white

curves) and Eq. (62) for the annular ray channels (thin white curves) on top

of color plots for the amplitude of the pressure field obtained from Eq. (14)

for d¼1 (no focusing) and several values of ‘. In terms of the Rayleigh

distance zR¼ ka2/2 appearing in the figure, Eq. (64) may be expressed as

Dc/a¼ (‘z/zR)1/2. See caption of Fig. 6 for explanation of the color maps.

J. Acoust. Soc. Am. 155 (4), April 2024 Gokani et al. 2719

https://doi.org/10.1121/10.0025688

 22 April 2024 15:55:34

https://doi.org/10.1121/10.0025688


are parallel to the z axis. In Fig. 9, Eqs. (62) and (64) are

overlayed on the amplitude of the pressure field obtained

from Eq. (14) for several values of ‘.

VII. SUMMARY

Focused acoustic vortex beams have been studied

extensively for use as acoustic tweezers that exploit the

pressure minimum along the axis to trap particles, and unfo-

cused vortex beams are being considered for high-speed

communication that employs multiplexing based on the

orbital number. Mathematical models for both applications

are frequently based on the paraxial approximation to sim-

plify the analysis, which is also used extensively in optics.

The paraxial approximation can be particularly useful when

taking into account nonlinear propagation effects in an

acoustic vortex beam.65

One purpose of the present work was to assess the accu-

racy of the paraxial approximation when applied to vortex

beams. This was facilitated by using a compact analytical

expression based on the paraxial approximation for a vortex

beam radiated by a source with a Gaussian amplitude distribu-

tion, with or without focusing. Comparisons with solutions of

the Helmholtz equation demonstrated that, for the paraxial

approximation of an unfocused beam to be accurate, the value

of ka for the source should be several times larger than the

value of the orbital number up to at least ‘¼ 10. Focusing

introduces the ratio d/a of focal length to source radius, and it

also significantly alters the structure of the angular spectra, the

combination of which prevented determination of a simple

analytical criterion for agreement with the Helmholtz equa-

tion. Values of d/a, ka, and ‘ for which the paraxial approxi-

mation of a focused vortex beam is reasonably accurate were

presented using the decision matrix in Fig. 5.

It was found that as ‘ increases for a focused vortex

beam, the vortex ring moves out of the focal plane in the

direction of the source, and for 10 � G � 20 (G¼ ka2/2d)

the maximum amplitude is redistributed along a spheroidal

surface enclosing a shadow zone in the prefocal region. These

observations motivated development of a model based on ray

theory for a source with an axisymmetric amplitude distribu-

tion. The main result obtained from ray theory is a simple

expression for the coordinates of the caustic surface formed in

a vortex beam, and especially the spheroidal surface formed

by local amplitude maxima in the prefocal region of a focused

vortex beam. Also obtained is an explicit expression based on

ray theory for the pressure amplitude in a vortex beam.

The paraxial and ray approximations presented here

provide simple analytical expressions and physical insights

for features of acoustic vortex beams that have not previ-

ously been investigated in detail but may prove useful for

applications in science and engineering.
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APPENDIX: LAGUERRE-GAUSS EXPANSION

Presented here for comparison with Eq. (12) is a com-

mon alternative solution for vortex beams based on an

expansion in terms of Laguerre-Gaussian modes. The com-

parison is restricted to unfocused Gaussian sources with vor-

ticity, Eq. (4) with d¼1:

qðr; h; 0Þ ¼ p0e�r2=a2

ei‘h ; d ¼ 1: (A1)

While the focused source condition in Eq. (4) is recovered

by replacing a2 in Eq. (A1) with the complex quantity

~a2 ¼ a2=ð1þ ika2=2dÞ, this introduces complications in the

standard Laguerre-Gauss formulation that are unnecessary

for the purpose of comparing the expansions with Eq. (12).

Specifically, it is demonstrated below that for all ‘ 6¼ 0 an

infinite number of Laguerre-Gaussian modes is required to

describe the radiated field corresponding to the source con-

dition in Eq. (A1).

The solution of Eq. (2), the paraxial approximation of

the Helmholtz equation, is thus sought in terms of the

expansion

qðr; h; zÞ ¼
X
n;m

Am
n LGnmðr; h; zÞ (A2)

with the Laguerre-Gaussian modes expressed in the standard

form

LGnmðr;h;zÞ¼
Nm

n

wðzÞ

ffiffiffi
2
p

r

wðzÞ

 !jmj
Ljmjn

2r2

w2ðzÞ

 !
exp � r2

w2ðzÞ

 !

�exp

(
i

"
mhþ kr2

2RðzÞ�ð2nþjmjþ1Þ/ðzÞ
#)

;

(A3)

where Lm
n are the Laguerre polynomials. The quantities

wðzÞ ¼ w0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ðz=zwÞ2

q
;

RðzÞ ¼ z 1þ ðzw=zÞ2
h i

;

/ðzÞ ¼ arctanðz=zwÞ;

)
(A4)

are functions of distance relative to the diffraction length

zw ¼ kw2
0=2 associated with the characteristic beam radius

w0, and Nm
n ¼ f2n!=½pðnþ jmjÞ!�g1=2

is a normalization fac-

tor that yields
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ð2p

0

ð1
0

LGnmðr; h; zÞLG�n0m0 ðr; h; zÞ r drdh ¼ dnn0dmm0 (A5)

for the orthogonality integral, where dab is the Kronecker

delta and the asterisk indicates complex conjugate.

The expansion coefficients in Eq. (A2) are obtained as

follows. Evaluation of Eq. (A3) at z¼ 0 to obtain

LGnmðr; h; 0Þ ¼ Nm
n

1

w0

ffiffiffi
2
p

r

w0

 !jmj
Ljmjn

2r2

w2
0

 !
e�r2=w2

0 eimh;

(A6)

and then substitution of Eqs. (A1) and (A6) into Eq. (A2)

followed by multiplication of each side by LG�n0m0 , integra-

tion over the plane z¼ 0 making use of the orthogonality

relation in Eq. (A5), and noting that
Ð 2p

0
eið‘�m0Þhdh ¼ 2pd‘m0

yields

A‘n ¼ 2pN‘
n

p0

w0

ð1
0

ffiffiffi
2
p

r

w0

 !j‘j
Lj‘jn

2r2

w2
0

 !
e�ða

�2þw�2
0
Þr2

r dr

(A7)

for the coefficients in the resulting summation over the sin-

gle index n:

qðr; h; zÞ ¼
X1
n¼0

A‘nLGn‘ðr; h; zÞ: (A8)

Simplification is achieved by setting w0¼ a and then letting

x¼ 2r2/a2 to obtain

A‘n ¼
p
2

N‘
nB‘np0a; (A9)

where the integral in Eq. (A7), which becomes

B‘n ¼
ð1

0

xj‘j=2Lj‘jn ðxÞe�x dx ¼ Cð1þ ‘=2ÞCðnþ ‘=2Þ
n! Cð‘=2Þ ;

(A10)

is expressed in terms of gamma functions.50 The Laguerre-

Gaussian modes in Eq. (A3) are thus evaluated with

m ¼ ‘; w0 ¼ a, and zw ¼ zR ¼ ka2=2, making Eq. (A8)

equivalent to Eq. (12) with d ¼ 1 in Eq. (13).

For ‘¼ 0, Eq. (A10) yields

B0
n ¼

Cð1ÞCðnÞ
n! Cð0Þ ¼ dn0; (A11)

and therefore B0
0 ¼ 1, with B0

n ¼ 0 for all n> 0 because

Cð0Þ ¼ 1. The summation in Eq. (A8) thus reduces to the

single term n¼ 0,

qðr; zÞ ¼ A0
0 LG00ðr; zÞ; ‘ ¼ 0: (A12)

Although less compact with LG00 expressed as in Eq. (A3),

Eq. (A12) is equivalent to Eq. (17). For this degenerate case

(‘¼ 0, no vorticity), involving only one mode in the expan-

sion (n¼ 0), there is no advantage to using Eq. (12).

However, Eq. (A10) reveals that for all nonzero values

of ‘; B‘n is nonzero for all n; therefore, all modes in Eq. (A8)

are required for ‘ 6¼ 0. For example, with ‘¼ 1 and ‘¼ 2 one

obtains

B1
n ¼

Cð3=2ÞCðnþ 1=2Þ
n! Cð1=2Þ ¼

ffiffiffi
p
p
ð2nÞ!

2ð4nÞðn!Þ2
; (A13)

B2
n ¼

Cð2ÞCðnþ 1Þ
n! Cð1Þ ¼ 1; (A14)

and Eq. (A8) yields

qðr;h; zÞ ¼ p0eih r=a

jfðzÞj2
exp � r2=a2

fðzÞ

 !

�
ffiffiffiffiffiffiffiffi
p=2

p X1
n¼0

ð2nÞ!e�ið2nþ2Þ/RðzÞ

4nðnþ 1Þðn!Þ2
L1

n

2r2=a2

jfðzÞj2

 !
;

‘¼ 1; (A15)

qðr;h;zÞ¼p0ei2h r2=a2

jfðzÞj3
exp �r2=a2

fðzÞ

 !

�2
X1
n¼0

e�ið2nþ3Þ/RðzÞ

ðnþ1Þðnþ2ÞL
2
n

2r2=a2

jfðzÞj2

 !
; ‘¼2 ;

(A16)

where fðzÞ¼1þ iz=zR;/RðzÞ¼ arctanðz=zRÞ, and zR¼ ka2=2.

In addition to the complexity of the Laguerre-Gauss

expansions for ‘ 6¼ 0 compared with Eq. (12), the number of

terms required for convergence increases with ‘. For ‘¼ 1,

2, and 3, approximately 10, 20, and 30 terms, respectively,

are required for the magnitude of Eq. (A8) to achieve rea-

sonable agreement with Eq. (14) at distances z=zR � 0:2.

Significantly more terms are required for comparable agree-

ment in phase.

The reader is referred to Pan et al.66 for numerical eval-

uations of the Laguerre-Gauss expansion coefficients corre-

sponding to the source condition in Eq. (A1), rather than the

explicit analytical expressions presented in Eqs. (A9) and

(A10).
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